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O 1 CNN : basic concept of CNN BrAIn Lat_:.@f})_
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O 1 CNN : basic concept of CNN

- Convolution Neural Network

Convolution and pooling operators extract
features while respecting 2D image structure
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Fully-Connected layers form an
MLP at the end to predict scores
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01 CNN : convolution layer BrAIn Lat_:.@_




01 CNN : convolution layer

- Filter
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01 CNN : convolution layer

- Filter
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01 CNN : convolution layer BrAIn Lab.&
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01 CNN : convolution layer BrAln Lg\b.l@

Convolution Layer N X G, xH X W

NxC,. xHxW Batch of outputs
In
Batch of images Also C, -dim bias vector:

/| p

v

Convolution
Layer

H
,... |
/| LYYV
W UM M

CGLI'EK Cinx Kw X l{*h
filters Cou

O
=



O 1 CNN : convolution layer BrAln Lab. @“})
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01 CNN : pooling layer

64 x 224 x 224
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- Pooling
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Hyperparameters:
Kernel Size

Stride

Pooling function

BrAIn Lab.&5
Brain and Artificial Intelligence Lab.

11



01 CNN : pooling layer

- Example: max pooling
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64 x 224 x 224
Max pooling with 2x2
kernel size and stride 2 9) 8

Single depth slice
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Gives invariance to small spatial
shifts. No learnable parameters.
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- Normalization
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01 CNN : drop out

- Drop out
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- AlexNet
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01 CNN : AlexNet
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01 CNN : AlexNet

- AlexNet

AlexNet

Deep layer
ReLU

GPU

Dropout
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Deeper layer
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- Receptive Field
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02 VGG :vaGa

- VGG
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(03 ResNet

- ResNet
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- ImageNet Large Scale Visual Recognition Challenge(ILSVRC) winners
“‘Revolution of Depth”
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- Deeper layer on a plain convolution neural network

56-layer
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Training error

Test error
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(03 ResNet

- Residual Learning
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(03 ResNet

- Bottleneck Block

BrAlIn Lab. &)
Brain and Artificial Intelligence Lab.

24



(03 ResNet

- ResNet
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Deeper layer (152 layer)
Skip connection
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