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I Autor



II Introduction

• Current EEG-based emotion recognition studies transform multi-dimension 
emotional labels into single-dimension labels. 

• Then implement used single-label feature selection methods to search feature 
subsets, which ignores the relations between different emotional dimensions.

• Also, EEG features are often high-dimensional and inevitably contains irrelevant, 
redundant, and noise information, which can easily deteriorate the emotion 
recognition performance due to the relatively small amount of EEG samples.



III EFSMDER Framework 



• Database(EEG Dataset) Description
All the databases(DREAMER, DEAP, HDED) adopt the VAD 
model(valence-arousal-dominance model) to represent 
human emotions.
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• Feature Extraction From EEG Recordings
EEG signals were filtered out the noise by 1-50 Hz band-pass filter.
ICA(Independent Component Analysis) was then used to suppress muscular and 
eye movement artifacts.

The following thirteen kinds of features were extracted for EEG-based multi
-dimension emotion recognition:

NSI, HOC, spectral entropy, shannon entropy, CO complexity, DE, AP, 𝐴𝑃𝐵/𝐴𝑃𝜃, AHTIMF, IPHTIMF, DASM, RASM, FC
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• Evaluating Global Feature Redundancy
A global feature redundancy matrix A assess the correlations among the EEG features.
It is a matrix that represents the correlation between 𝑓𝑖 and 𝑓𝑗 through cosine

similarity.

The Ω(Θ) learns the weights of features and removes redundant features by controlling
them so that redundant features do not have high weights.
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• Exploring Global Label Correlations
For similar labels, 𝑣𝑖 and 𝑣𝑗 are adjusted to become closer, while for dissimilar labels,

they are adjusted to move farther apart.

This process considers the global relationships to effectively reflect the correlations
between emotion labels.
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• Exploting Local Label Relevance
By projecting the original data into a lower-dimensional space through W, the 
differences with V are minimized, thereby incorporating the information from 
(a) and (b).

Additionally, the graph Laplacian matrix L ensures that local structures are preserved, 
achieved feature selection.
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IV Experimental Setup

• Trials were not segmented into several segments to increase the sample 
size for EEG feature extraction.

• A cross-subject experiment setting was conducted.

• To avoid possible bias, 50 independent realizations were conducted and 
then the average was regarded as the final emotion recognition results.



V Performance comparison – single dimension



V Performance comparison– multi dimension



(1) Multi-dimension emotional labels help 
in uncovering latent semantic 
information.

(2) Important to remove redundant 
information.

(3) Global improves feature selection.

VI Result



VII Discussion
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