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Several Challenges for Computer Vision02
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“Pixel-wise classification” “Bounding box localization
+ classification”

“Object Detection +
 Semantic Segmentation”



“Bounding box localization
+ classification”

Several Challenges for Computer Vision02
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“Pixel-wise classification” “Object Detection +
 Semantic Segmentation”



Segmentation Challenge – Sliding Window02
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Independent Input

Stride 1

Classify for 
one pixel



Segmentation Challenge – Sliding window02
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Pixel-wise feature map



Segmentation Challenge – Sliding window02

Probability map
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Cross Entropy

“Total Loss” 
Loss function

Vs.

x: specific pixel coordinate
(x): Activation value in x 

  (in k channel)
whole Class

Softmax



Segmentation Challenge – Sliding window02
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1.Shift 1 pixel each time for Probability map(model result)

2.Redundancy computation about overlapping pixels

3.Context & Localization info Trade-off                  
(because of max pooling)

4.Cannot use localization info efficiently                 (because
of independent input)

Drawbacks



Segmentation Challenge - FCN02
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1.Contracting path & Expansive Path

2.Whole Image goes into the input

3.No Fully connected layer            (replaced
with 1*1 convolution layers)

4.Typically implemented by VGG-Net

5.Using “Skip Connection + Addition”

Attributes



Segmentation Challenge - FCN02
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replaced FC layers with     7*7
Convolution layer,       1*1
Convolution layer,       1*1
Convolution layer!

“Skip connection and Addition” 
will be mentioned after few slides



Segmentation Challenge - FCN02
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1.7*7 convolution layer: resolution info fusion (fc layer role)

2.1*1 convolution layer: channel info fusion (fc layer role)

3.1*1 convolution layer: change the number of channels (same with class numbers)



Segmentation Challenge - FCN02
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?: It is 7*7



Segmentation Challenge - FCN32s02
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32X Upsampling (Transposed convolution layer)

This version don’t use skip connection and addition

Image quality is poor



Segmentation Challenge - FCN16s02
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Purpose for
correcting
channel
numbers



U-Net vs. FCN03
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1.No padding

2.Expansive Path is more complicated

3.Using Concatenation (not Addition)

4.Using tile image (similar with patch)

Attributes



U-Net vs. FCN03
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1.No padding

2.Expansive Path is more complicated

3.Using Concatenation (not Addition)

4.Using tile image (similar with patch)

Becoming low Resolution in
Contracting path
Select input resolution carefully for
max-pooling layer
If not, cannot do concatenation and
image don’t look like Seamless

Like FCN 8s, targeting for giving more
context info to high resolution image.
Can think for Concatenation There can be noise in image that model
take in Contracting path.
So, this is for 3*3 convolution layer
3*3 convolution layer learn how to use
the concatenated feature map and
original feature map.

Not using full resolution image
Using tile image with overlapping
method
If tiles overlapping each other, the final
segamantation map(final result) would
be seamless



U-Net. Training03
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Probability map 
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Correcting Channel numbers
= Class numbers

Softmax



U-Net. Training03
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Cross Entropy



U-Net. Training03
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Concept: 
“weight map + cross entropy”



U-Net. Training03
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x: specific pixel coordinate
w(x): weighted map
 true class probability in x



U-Net. Training03
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“For class imbalance and importance of segmentation border”



U-Net. Training03
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“For class imbalance and importance of segmentation border”

Weight map looks like weird…
 

“How we already know about the pixel-wise class before training?”
+

“How we already know about the border pixels?”



U-Net. Training03
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“For class imbalance and importance of segmentation border”

Answer is quite simple
 

“It’s already computed about ground truth before training ”
+

“Don’t use weight map at inference time”



U-Net. Training03
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“For class imbalance and importance of segmentation border”

Duplicate weight map for Cross Entropy

“How about channels?”



U-Net. Augmentation & Initialization03
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He Initialization



U-Net. Result03
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Nerve cell membrane segmentation



U-Net. Result03
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Warping error
analyze cell

segmentation

Rand error analyze object
separation for random two

pixels

Analyze model output
per pixel with ground

truth



U-Net. Result03
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?

Other teams Used 
post-processing method!



U-Net. Result03
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U-Net. Inference03
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Input Inputoutput output



BERT04
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Bidirectional Encoder Representations
from Transformers



BERT04
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Bidirectional Encoder Representations
from Transformers

“Bidirectional Learning for Context Understanding”



BERT vs. 04
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1.BERT: Bidirectional learning with Using Self-attention 

2.GPT-1: One-Directional Learning with Masking self-attention (Left-to-Right model, LTR)

3.ELMo: Concatenation result with “LTR LSTM model + RTL LSTM model” 



BERT04
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Feature-based & Fine-tuning
“Using pre-trained model(freeze) for feature extractor”



BERT04
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Feature-based & Fine-tuning
“transfer learning(no freeze) with pre-trained model”



BERT04
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Unsupervised Fine-tuning Approaches



BERT. Overview04
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BERT. Input04
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1.“Segment Embeddings + Separate Token” works about separating sentences

2.Class token have whole context info for whole sentences                                   (because
of self-attention and no info itself)

3.Sum of embeddings info use for input



BERT. pre-training04
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Mask Random Token

Class token use for Next Sentence
Prediction & classification



BERT. pre-training04
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Mask Random Token

Class token use for Next Sentence
Prediction & classification

“MLM(Masked Language Model) and 
NSP(Next Sentence Prediction) task 

do at the same time”



BERT. pre-training04
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Vocabulary and NSP Answer
already exist before pre-training

Not generating word in mask position!
Selecting word in vocabulary



BERT. Fine-tuning04

44

1.A separate fine-tuned model is required for each
task

2.In task (a), the model determines whether two
sentences are semantically identical

3.In task (b), the model matches or classifies the
overall properties or characteristics of an entire
sentence

4.In task (c), the model is given a passage along
with a question and must predict the span in the
passage where the correct answer appears

5.In task (d), the model classifies the meaning or
role of each token, such as whether a word is a
verb, a noun, a person’s name and so on.



BERT. Result04
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